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Abstract A ring-like proton velocity distribution with 𝜕fp(v⟂)∕𝜕v⟂ > 0 and which is sufficiently anisotropic
can excite two distinct types of growing modes in the inner magnetosphere: ion Bernstein instabilities with
multiple ion cyclotron harmonics and quasi-perpendicular propagation and an Alfvén-cyclotron instability
at frequencies below the proton cyclotron frequency and quasi-parallel propagation. Recent particle-in-cell
simulations have demonstrated that even if the maximum linear growth rate of the latter instability is
smaller than the corresponding growth of the former instability, the saturation levels of the fluctuating
magnetic fields can be greater for the Alfvén-cyclotron instability than for the ion Bernstein instabilities. In
this study, linear dispersion theory and two-dimensional particle-in-cell simulations are used to examine
scalings of the linear growth rate and saturation level of the two types of growing modes as functions of
the temperature anisotropy T⟂∕T|| for a general ring-like proton distribution with a fixed ring speed of 2vA,
where vA is the Alfvén speed. For the proton distribution parameters chosen, the maximum linear theory
growth rate of the Alfvén-cyclotron waves is smaller than that of the fastest-growing Bernstein mode for
the wide range of anisotropies (1 ≤ T⟂∕T|| ≤ 7) considered here. Yet the corresponding particle-in-cell
simulations yield a higher saturation level of the fluctuating magnetic fields for the Alfvén-cyclotron
instability than for the Bernstein modes as long as T⟂∕T|| ≳ 3. Since fast magnetosonic waves with
ion Bernstein instability properties observed in the magnetosphere are often not accompanied by
electromagnetic ion cyclotron waves, the results of the present study indicate that the ring-like proton
distributions responsible for the excitation of these fast magnetosonic waves should not be very
anisotropic.

1. Introduction

Two classes of enhanced fluctuations frequently observed in the inner magnetosphere with frequency on the
order of Ωp, the proton cyclotron frequency, are electromagnetic ion cyclotron (EMIC) waves and fast magne-
tosonic waves [e.g., Anderson et al., 1992; Meredith et al., 2008], which have as their source Alfvén-cyclotron and
ion Bernstein instabilities, respectively [e.g., Gary et al., 2010, 2012]. Both types of waves are driven by inter-
actions with ring current ions, but their sources of free energy, properties, and effects on the plasma medium
are substantially different.

Alfvén-cyclotron instabilities are excited by anisotropic distributions (T⟂∕T|| > 1) of injected energetic ring
current ions and have maximum instability growth rate at k × B0 = 0 [e.g., Cornwall, 1965; Chen et al., 2010a],
where k is the wave number and B0 is the background magnetic field and T⟂ and T|| are temperatures, respec-
tively, perpendicular and parallel to B0. The enhanced magnetic fluctuations from these growing modes are
predominantly left-hand polarized and can lead to precipitation of energetic ring current ions and relativistic
radiation belt electrons through pitch angle scattering [e.g., Thorne, 2010].

Ion Bernstein instabilities, on the other hand, are excited by proton velocity distributions with 𝜕fp(v⟂)∕𝜕v⟂ > 0
[e.g., Perraut et al., 1982; McClements et al., 1994; Horne et al., 2000; Gary et al., 2011; Balikhin et al., 2015] formed
by energy-dependent drift of the injected ring current ions [Chen et al., 2010a, 2010b]. These instabilities
can be driven both by isotropic velocity shell distributions [e.g., Gary et al., 2010] and by anisotropic ring-like
velocity distributions [e.g., McClements et al., 1994]. The resulting enhanced fluctuations often exhibit dis-
tinct proton cyclotron harmonic dispersion [e.g., Balikhin et al., 2015], have their maximum growth rates at

RESEARCH ARTICLE
10.1002/2015JA022134

Key Points:
• Alfven-cyclotron and ion Bernstein

instabilities driven by a proton shell
velocity distribution

• The maximum linear growth of
Alfven-cyclotron waves is smaller than
that of Bernstein modes

• Yet the Alfven-cyclotron waves can
saturate at a larger level even with a
moderate anisotropy

Supporting Information:
• Supporting Information S1

Correspondence to:
K. Min,
kmin@auburn.edu

Citation:
Min, K., K. Liu, and S. Peter Gary
(2016), Scalings of Alfvén-cyclotron
and ion Bernstein instabilities on tem-
perature anisotropy of a ring-like
velocity distribution in the inner
magnetosphere, J. Geophys. Res.
Space Physics, 121, 2185–2193,
doi:10.1002/2015JA022134.

Received 9 NOV 2015

Accepted 18 FEB 2016

Accepted article online 20 FEB 2016

Published online 18 MAR 2016

©2016. American Geophysical Union.
All Rights Reserved.

MIN ET AL. PROTON SHELL-DRIVEN INSTABILITIES 2185

http://publications.agu.org/journals/
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)2169-9402
http://dx.doi.org/10.1002/2015JA022134
http://dx.doi.org/10.1002/2015JA022134


Journal of Geophysical Research: Space Physics 10.1002/2015JA022134

propagation quasi-perpendicular to B0, and are characterized with |𝛿B||∕𝛿B| ∼ 1 and |𝛿Ek∕𝛿E| ∼ 1 [Denton

et al., 2010; Gary et al., 2010, 2011; Min and Liu, 2015a], where 𝛿E and 𝛿B are electric and magnetic field fluctu-

ations, respectively, and 𝛿Ek ≡ 𝛿E ⋅k∕|k|. Fast magnetosonic waves not only lead to scattering of background

and ring current ions in the perpendicular velocity component but also play a role in the acceleration to rela-

tivistic energies of radiation belt electrons and in the detrapping of such electrons [Horne et al., 2007; Bortnik

and Thorne, 2010; Chen et al., 2015].

A sufficiently anisotropic ring-like proton velocity distribution can be unstable to both the ion Bernstein and

Alfvén-cyclotron instabilities. Min and Liu [2016] (referred to as paper 1 hereinafter) performed comprehen-

sive analyses of both instabilities simultaneously driven by ring velocity distributions using linear dispersion

theory and two-dimensional electromagnetic particle-in-cell (PIC) simulations. For the proton ring velocity

distributions considered in paper 1, although the maximum linear theory growth rate of the Alfvén-cyclotron

instability was consistently smaller than the theoretical growth rate of the fastest-growing Bernstein mode,

the PIC simulations consistently yielded larger saturation amplitudes for the Alfvén-cyclotron instability. In

one case examined therein, the maximum growth rate of the Alfvén-cyclotron instability is smaller by a factor

of 3 than that of the ion Bernstein instability, and yet the saturation level of the former waves is larger at least

by an order of magnitude.

There is an abundant literature on the frequent magnetospheric observations of fast magnetosonic waves

[Santolík et al., 2004; Němec et al., 2005, 2006, 2013; Meredith et al., 2008; Ma et al., 2013; Boardsen et al., 2014;

Zhou et al., 2014; Hrbáčková et al., 2015; Xiao et al., 2015] and EMIC waves [Anderson et al., 1992; Fraser and

Nguyen, 2001; Fraser et al., 2010; Halford et al., 2010; Clausen et al., 2011; Usanova et al., 2012; Min et al., 2012;

Allen et al., 2015; Saikin et al., 2015]. However, to our knowledge, there have been few reports on the simulta-

neous observation of EMIC and fast magnetosonic waves [cf. Rodger et al., 2015, Figures 1 and 2]. Posch et al.

[2015] recently presented a survey of the low-frequency (∼ Ωp) fast magnetosonic waves. Although they did

not explicitly examine the EMIC waves in association with the fast magnetosonic waves, their figures of electric

and magnetic field wave spectra of the selected events do not suggest substantial EMIC wave power compa-

rable to fast magnetosonic wave power. In fact, of the entire events of the fast magnetosonic waves identified

from electric and magnetic field data over the first full local time precession of both Van Allen Probes [Mauk

et al., 2013], only one event was approximately accompanied by weak EMIC waves (M. J. Engebretson, E-mail

discussions about the statistical probability of the simultaneous occurrences of EMIC and fast magnetosonic

waves, private communication, 2015). Thus, the ring-like velocity distributions associated with fast magne-

tosonic waves in the inner magnetosphere [Meredith et al., 2008; Ma et al., 2013] should be more isotropic than

the ring distributions analyzed in paper 1.

The goal of the present study is to investigate how the linear growth and nonlinear saturation of

Alfvén-cyclotron and ion Bernstein instabilities driven by a proton ring-like velocity distribution vary with the

temperature anisotropy of that distribution. In particular, this study aims to determine the critical anisotropy

for the two instabilities to saturate at the same level. This critical anisotropy should represent an upper

anisotropy limit of the proton ring-like distributions responsible for the observed fast magnetosonic waves

in the magnetosphere which are often not accompanied by EMIC waves. The paper is organized as follows.

Section 2 describes the two-component proton velocity distribution, some basic information of the lin-

ear analyses, and the setup of the PIC simulations. Section 3 presents the results, and section 4 concludes

the paper.

Following paper 1, we denote the jth species plasma frequency as𝜔j ≡
√

4𝜋nje2∕mj , the jth species cyclotron

frequency as Ωj ≡ ejB0∕mjc, and the jth component beta as 𝛽j ≡ 8𝜋njTj∕B2
0 and 𝛽j ≡ 8𝜋n0Tj∕B2

0. The Alfvén

speed is vA ≡ B0∕
√

4𝜋n0mp, the proton inertial length is 𝜆p ≡ √
mpc2∕4𝜋n0e2, and the lower hybrid fre-

quency is𝜔lh = 𝜔p∕
√

1 + 𝜔2
e∕Ω2

e . Here n0 is equal to the unperturbed electron density ne. Also, we adopt the
reduced proton-to-electron mass ratio of mp∕me = 100 and the relatively small light-to-Alfvén speed ratio

of c∕vA = 15 to make the computational cost of the PIC simulations affordable. These reduced parameters

reduce the lower hybrid frequency 𝜔lh ≈ 8.3Ωp and thereby the number of harmonics of fast magnetosonic

waves.
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2. Methodology

In order to effectively examine the instability scaling on the temperature anisotropy of the ring-like proton
velocity distribution, a base distribution function has been constructed so that its anisotropy can be freely
adjusted while other parameters are held constant. The base distribution function used is

fj(v, 𝛼) ≡ nj

𝜋3∕2𝜃3
j Cj

e−(v−vj)2∕𝜃2
j sin𝜎j 𝛼, (1)

which we label “partial shell” distribution. Here𝛼 is the pitch angle, v ≡ √
v2
⟂ + v2||, vj and𝜃j are jth component’s

shell speed and thermal spread of the shell, respectively, 𝜎j ≥ 0 is jth component’s degree of anisotropy, and
jth component’s normalization constant is

Cj =

[
vj

𝜃j
exp

(
−

v2
j

𝜃2
j

)
+
√
𝜋

(
1
2
+

v2
j

𝜃2
j

)(
1 + erf(vj∕𝜃j)

)] Γ(1 + 𝜎j∕2)
Γ(1.5 + 𝜎j∕2)

,

where Γ(x) ≡ ∫ ∞
0 tx−1e−tdt is the Euler gamma function [Arfken, 1985, chap. 10] and erf(x) ≡ 2∕

√
𝜋∫ x

0 e−t2
dt

is the error function [Arfken, 1985, pp. 568–569]. We define the effective parallel and perpendicular tempera-
tures [Gary, 1993, pp. 3–4] of the jth component as

T‖j ≡ mj

nj ∫ v2| fjd
3v and T⟂j ≡ mj

2nj ∫ v2
⟂fjd

3v. (2)

Then jth component’s temperature anisotropy is simply

T⟂j

T||j =
𝜎j + 2

2
. (3)

Note for vj > 0 and 𝜎j = 0 that equation (1) represents the isotropic shell velocity distribution used in Liu et al.
[2011] and Min and Liu [2015a, 2015b]. For sufficiently large 𝜎j the distribution peaks at v|| = 0 and becomes
close to the ring distribution used in paper 1.

As in paper 1, we consider a two-component proton velocity distribution of the form fp(v) = fM(v, 𝛼) +
fr(v, 𝛼), where each component is represented by equation (1). The first component fM represents a thermal
Maxwellian proton background with vM = 𝜎M = 0 and 𝛽M = 𝜃2

M∕v2
A = 0.002 in equation (1). The second com-

ponent fr represents the partial shell proton velocity distribution (i.e., vr > 0) with 𝜃2
r ∕v2

A = 0.2. We choose
vr∕vA = 2 and nr∕ne = 0.1 because, as suggested by paper 1, these parameters should result in unstable
Bernstein modes across all harmonics and sufficiently large instability growth rates to simulate the two types
of waves within reasonable computational times. Additionally, electrons are represented by a Maxwellian with
𝛽e = 𝛽M. In the present study, the only parameter allowed to vary is 𝜎r , which effectively controls the temper-
ature anisotropy of the partial shell protons, T⟂r∕T||r , through equation (3). As listed in Table 1, a wide range
of 𝜎r values between 0 and 12 (correspondingly 1 ≤ T⟂r∕T||r ≤ 7) are considered for our linear analyses and
PIC simulations discussed in the next section.

Since the dispersion solver [Min and Liu, 2015b] to be used is based on ring beam velocity distributions and
does not directly accept the partial shell distribution, fr , of equation (1), we approximate fr with multiple ring
beam distributions as follows [Min and Liu, 2015b]:

fr(v, 𝛼) ≈ nr

N+1∑
l=−1

𝜂l

𝜋3∕2𝜃3
r Al

e
−
(

v||−v′
d,l

)2
∕𝜃2

r e
−
(

v⟂−v′
r,l

)2
∕𝜃2

r , (4)

where v|| = v cos 𝛼, v⟂ = v sin 𝛼, v′
d,l = v′

r cos(lΔ𝜙), v′
r,l = v′

r sin(lΔ𝜙), and

Al = exp
(
−v′2

r,l∕𝜃
2
r

)
+
√
𝜋

(
v′

r,l∕𝜃r

)(
1 + erf

(
v′

r,l∕𝜃r

))
and

𝜂l =Al sin𝜎
′
r (lΔ𝜙)∕

N+1∑
k=−1

Ak sin𝜎
′
r (kΔ𝜙).
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Table 1. Parameters of Two-Component Proton Distributiona and Summary of Linear Analyses Results

𝜎r T⟂r∕T||r v′r 𝜎′r 𝜔AC
m ∕Ωp kAC

m 𝜆p 𝜓AC
m 𝜔IB

m∕Ωp kIB
⟂m𝜆p kIB||m𝜆p PIC

0 1 2.024 0 0.464 + 4.85 ⋅ 10−4i 1.47 70∘ 2.94 + 0.0788i 3.3 0.1 ○

0.5 1.25 2.024 0.451 0.445 + 2.52 ⋅ 10−3i 1.39 70∘ 2.96 + 0.0910i 3.35 0.07 ×
1 1.5 2.024 1.004 0.416 + 5.82 ⋅ 10−3i 1.28 70∘ 2.97 + 0.104i 3.37 0.04 ○

1.5 1.75 2.024 1.560 0.341 + 0.0122i 0.41 0∘ 2.97 + 0.115i 3.37 ≤ 0.01 ×
2 2 2.024 2.12 0.363 + 0.0216i 0.443 0∘ 2.96 + 0.123i 3.36 ≤ 0.01 ○

3 2.5 2.023 3.313 0.385 + 0.0352i 0.47 0∘ 2.96 + 0.134i 3.34 ≤ 0.01 ○

4 3 2.022 4.56 0.410 + 0.0452i 0.51 0∘ 2.95 + 0.139i 3.32 ≤ 0.01 ○

5 3.5 2.021 5.88 0.438 + 0.0545i 0.565 0∘ 2.94 + 0.142i 3.3 ≤ 0.01 ○

6 4 2.021 7.275 0.453 + 0.0629i 0.59 0∘ 2.94 + 0.143i 3.29 ≤ 0.01 ○

7 4.5 2.020 8.75 0.462 + 0.0700i 0.605 0∘ 2.94 + 0.144i 3.28 ≤ 0.01 ×
8 5 2.019 10.315 0.472 + 0.0759i 0.62 0∘ 2.94 + 0.144i 3.27 ≤ 0.01 ×
9 5.5 2.018 11.981 0.479 + 0.0809i 0.63 0∘ 2.93 + 0.144i 3.26 ≤ 0.01 ○

10 6 2.017 13.752 0.486 + 0.0851i 0.64 0∘ 2.93 + 0.144i 3.26 ≤ 0.01 ×
11 6.5 2.016 15.644 0.493 + 0.0887i 0.65 0∘ 8.78 + 0.145i 6.58 1.7 ×
12 7 2.015 17.668 0.500 + 0.0917i 0.665 0∘ 8.76 + 0.149i 6.54 1.7 ○

aAll other parameters fixed are 𝜃2
r ∕v2

A = 0.2, 𝛽e = 𝛽M = 0.002, nr∕ne = 0.1, and nM∕ne = 0.9.

Here Al is the normalization constant for lth component’s ring beam distribution function (the term inside the
summation in equation (4)) and 𝜂l represents contribution of the lth ring beam component such that

∑
l 𝜂l = 1.

For fixed N = 12, we get Δ𝜙 = 180∘∕N = 15∘; the choice of N is empirical to make a smooth pitch angle
profile of the approximate fr [e.g., Min and Liu, 2015b, Figure 1]. The values v′

r and 𝜎′r are chosen to minimize
the visual difference between exact and approximate fr contour plots and the difference between exact and
approximate T⟂r∕T||r ; minimizing the latter difference is particularly important because the Alfvén-cyclotron
instability is directly related to the temperature anisotropy [e.g., Kennel and Petschek, 1966]. The approximate
T⟂r∕T||r is obtained from the ratio of the perpendicular-to-parallel second velocity moments ⟨v2

⟂⟩∕⟨2v2||⟩ (using
equation (2)) of the approximate fr of equation (4). Table 1 lists the v′

r and 𝜎′r values determined manually;
in all cases the relative differences of the exact and approximate T⟂r∕T||r are less than 10−3. Figure 1 displays
comparison of contours of the exact (solid gray) and approximate (dashed red) fr for 𝜎r = 1, 6, and 12, showing
the two to be nearly identical.

For the selected cases as marked in Table 1 by circle in the last column, we carry out two-dimensional electro-
magnetic PIC simulations using the same code and the same setup as in paper 1, except that now energetic
protons are initialized to have the partial shell distribution of equation (1) and that 10 times fewer simulation
particles per species/component are used to decrease computational times. Compared with the simulations
in paper 1, the fewer number of simulation particles leads to slightly higher thermal noise but does not
obscure the main physics phenomena presented here. The simulation domain is contained in the x-y plane
with the uniform background magnetic field B0 along the x direction, and periodic boundary conditions
are used in both dimensions. We choose the simulation sizes Lx =120𝜆p and Ly =48𝜆p, the number of cells
Nx = Ny = 960, and the number of simulation particles per cell and component/species Nc =250. The reduced

Figure 1. Comparison of the exact (equation (1)) and approximate (equation (4)) partial shell velocity distributions for
𝜎r = 1, 6 and 12.
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Figure 2. Linear theory growth rate corresponding to the
(top) Alfvén-cyclotron and (bottom) ion Bernstein instabilities
for 𝜎r = 6 (equivalently T⟂r∕T||r = 4). The solid dots are located
at the maximum growth rates for the respective instabilities
(see Table 1).

mp∕me = 100 and rather small c∕vA = 15 enable
a reasonably large simulation time step of
Δt = 0.001Ω−1

p . In the rest of the paper, the total
fluctuating field energy density is denoted by
𝜀 = (𝛿E2 + 𝛿B2)∕8𝜋.

3. Results

We first describe the case of 𝜎r = 6 (correspond-
ingly T⟂r∕T||r = 4). Figure 2 displays the linear
growth rates from the dispersion solver (using
the approximate partial shell of equation (4)). We
computed the complex frequency 𝜔 = 𝜔r + i𝛾
in 𝜓-k space for the Alfvén-cyclotron (AC) insta-
bility (same as in paper 1), but in k||-k⟂ space
for the ion Bernstein (IB) instability, where 𝜓 is
the wave normal angle. The reason for the latter
choice is that the complex growth rate pattern is
better organized in k||-k⟂ space as𝜎r approaches
zero [cf. Min and Liu, 2015b, Figure 7] probably
related to the wave-proton resonant condition.
In addition, since the IB modes can have multiple
dispersion surfaces at different frequencies, we
have chosen the maximum growth rate among

all dispersion surfaces at given (k||, k⟂) to produce Figure 2b. The sharp contrast of color intensity between the
two panels readily indicates that the growth rates of the AC instability are generally much lower than those
of the IB instability. The maximum growth rates of the AC and IB instabilities are, respectively, 𝛾AC

m ≈ 0.063Ωp

and 𝛾 IB
m ≈ 0.143Ωp (the third harmonic); the locations of the maximum growing modes are marked with the

solid dots in the figure.

The PIC simulation results for the case of 𝜎r = 6 are shown in Figure 3. Figure 3a displays the time evolution
of the simulated field energy density. Also shown in paper 1, the two distinct local maxima are apparent due to
the well-separated saturation times of the two instabilities, the first of which corresponds to the IB instability
and the second to the AC instability. We label the times at which the two local maxima occur as tIB and tAC

and the corresponding total field energy densities as 𝜀IB and 𝜀AC, respectively. For this nominal case, 𝜀AC is
slightly larger than 𝜀IB. Figures 3b and 3c display snapshots of the electric (left) and magnetic (right) field
power spectra in wave number space at t = 33Ω−1

p and 150Ω−1
p , respectively, which not only verify the linear

growth rates shown in Figure 2 but also present two different instabilities contributing to the two local maxima
of the field energy density. The snapshots have been taken during the linear growth phases of IB and AC
instabilities at times earlier than tIB and tAC, respectively, to demonstrate better agreement of the simulated
fluctuations with the linear theory growth rate contours.

We have performed similar linear analyses and PIC simulations for the 𝜎r values in Table 1. Figure 4 compares
(top) the maximum growth rates from linear theory, (middle) the saturation levels of the field energy density
from the simulations as a function of 𝜎r , and (bottom) the saturation levels as a function of the saturation time.
Both 𝛾AC

m and 𝛾 IB
m are an increasing function of 𝜎r , which can be understood as follows. As 𝜎r increases, protons

initially uniform in pitch angle space are being concentrated around v|| = 0 and v⟂ = vr , and therefore, there
is more free energy available for both instabilities to grow. Unlike 𝛾AC

m that exhibits a monotonic increase, there
exists a plateau in 𝛾 IB

m in the range of 6 ≤ 𝜎r ≤ 11.

Note the inequality 𝛾 IB
m >𝛾

AC
m for all 𝜎r values considered. As shown in paper 1, this relation holds for the

anisotropy of the ring protons as large as T⟂r∕T||r = 21.3 (corresponding to 𝜎r = 40.6 in the present study).
The saturation levels of the field energy density are also an increasing function of𝜎r , but 𝜀AC has steeper slopes
for 𝜎r ≳ 2 while 𝜀IB remains relatively constant. From the figure, the critical anisotropy at which 𝜀AC ≈ 𝜀IB is
T⟂r∕T||r ≈ 3 (or 𝜎r ≈ 4). Note that one data point of 𝜀AC is missing for 𝜎r = 0 because the distribution is fully
isotropic and, therefore, stable to the AC instability. In addition, the second peak in the field energy evolution
corresponding to AC instability for 𝜎r = 1 was just above the background noise level (not shown). Also related
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Journal of Geophysical Research: Space Physics 10.1002/2015JA022134

Figure 3. Summary of the PIC simulation results corresponding to the partial shell distribution with 𝜎r = 6. (a) Time
evolution of the electric (red dashed), magnetic (blue dash-dotted), and total (solid) field energy density normalized to
B2

0∕8𝜋. The first local maximum of the total energy density corresponds to the saturation of the ion Bernstein instability
and the second local maximum to the Alfvén-cyclotron instability. (b) Simulated electric field power spectrum at
t = 33Ω−1

p showing the quasi-electrostatic ion Bernstein waves. (c) Simulated magnetic field power spectrum at
t = 150Ω−1

p showing the strongly electromagnetic Alfvén-cyclotron waves. The dashed and solid contours in Figures 3b
and 3c delineate the growth rates of 𝛾 = 0.04Ωp and 0.09Ωp from linear theory, respectively.

to 𝜎r are tAC and tIB which, as shown in Figure 4 (bottom), appear to be linearly correlated with the logarithms
of 𝜀AC and 𝜀IB, respectively (see the linear fits in the figure).

The linear theory results at the maximum growth rates are listed in Table 1. First to note is𝜓AC
m ≈70∘ at kAC

m 𝜆p > 1
for 𝜎r ≲ 1. This oblique AC mode was extensively investigated by Denton et al. [1992] using a loss cone proton
distribution; they suggested that the oblique AC modes can be an alternative explanation for linearly polarized
EMIC waves observed in the inner magnetosphere. The wave normal angle and wave number obtained here
are consistent with theirs.

Second, when the partial shell proton distribution is close to an isotropic shell with 𝜎r < 1.5, 𝜓 IB
m ≡

tan−1(kIB
⟂m∕kIB||m) is not exactly, although close to, 90∘. This was also shown by Min and Liu [2015b] (Figure 7

therein) and can be understood from the results of Chen [2015]. In a homogeneous, nondrifting plasma with
a uniform background magnetic field B0 (which has been assumed throughout), if k|| = 0, the wave-particle
interactions are independent of the v|| properties of the particle velocity distributions. The effective positive
slope of the reduced proton v⟂ distribution determines the growth rate of the perpendicular propagating
waves [Chen, 2015, equation (6)]. On the other hand, as the wave normal angle 𝜓 decreases from 90∘, the
waves have a propagation component along B0 (i.e., k|| ≠ 0) and primarily interact with protons around the
cyclotron resonant speeds of v||res = (𝜔r − 𝜇Ωp)∕k|| ∼ 0 [Chen, 2015, Figure 3]. So the magnitude of the pos-
itive slope of the partial shell around v|| ∼ 0 determines the wave growth rates. Since the effective positive
slope of the reduced proton v⟂ distribution is smaller than the local slope around v|| ∼ 0 for a nearly isotropic
partial shell distribution, the growth rate of the perpendicularly propagating IB mode is smaller than that of
the quasi-perpendicularly propagating mode. However, the situation becomes different for a ring velocity dis-
tribution used in paper 1 or for a partial shell distribution with sufficiently large 𝜎r (e.g., Figure 1c), for which
the proton phase space density concentrates around v|| ∼ 0. Then the effective positive slope of the reduced
proton v⟂ distribution can become larger than the local slope at v|| ∼ 0.
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Figure 4. (top) Scalings of the maximum growth rates from
linear analyses, (middle) the saturation levels from PIC
simulations for the selected 𝜎r values, and (bottom)
relationship between the saturation levels and the saturation
times. The blue (orange) curves with solid circles (squares)
correspond to the Alfvén-cyclotron (ion Bernstein) instability.
The dashed lines in Figure 4 (bottom) are linear fits to the
data points for the respective instabilities.

Finally, 𝜓 IB
m approaches 90∘ for 𝜎r ≳ 1.5 (the

inequality “≤” in the table is because the minimum
k|| used for root finding in our linear theory anal-
yses was 0.01𝜆−1

p ). At the same time, the growth
rate of the IB modes at 𝜓 ∼ 75∘ (the continuous
part in Figure 2b) intensifies as the distribution
becomes more anisotropic (see supporting infor-
mation). Consequently, 𝜓 IB

m exhibits the sudden
shift to ∼ 75∘ for 𝜎r ≳ 11, which may explain the
plateau of 𝛾 IB

m in the range of 6 ≲ 𝜎r ≲ 11 in Figure 4
(top). It is interesting to note that𝜓 IB

m ≈ 74∘ for pro-
ton model 1 in paper 1 (Figure 1 therein), which is
effectively equivalent to a partial shell distribution
with 𝜎r ≈ 40 in the present study.

4. Conclusions

Linear dispersion analyses and two-dimensional
electromagnetic PIC simulations have been per-
formed to study the linear growth and nonlinear
saturation of EMIC and fast magnetosonic waves,
which have as their source the Alfvén-cyclotron
(AC) and ion Bernstein (IB) instabilities, respectively,
driven by a proton partial shell velocity distribu-
tion. The scaling of the two instabilities on the
temperature anisotropy of the partial shell proton
distribution, T⟂r∕T||r , is examined by varying the
anisotropy but with other parameters fixed. For the
wide range of anisotropy (1 ≤ T⟂r∕T||r ≤ 7) consid-
ered, the maximum growth rate of the IB instability
is always larger than that of the AC instability. Yet
the latter waves saturate at a larger level as long as
T⟂r∕T||r ≳ 3. The reason is that the increase of
T⟂r∕T||r corresponds to a substantial increase in the

free energy available for the AC instability, whereas the increase of the free energy for the IB instability is
relatively small (note that the shell speed and the thermal spread of the shell are fixed).

Observations of fast magnetosonic waves are often not accompanied by EMIC waves as discussed in section 1.
This suggests that the temperature anisotropy of the proton ring-like distributions associated with the former
waves should not be large enough to excite substantial EMIC waves. In the present study, we have varied
the effective temperature anisotropy of the partial shell protons but kept the other parameters of the proton
ring-like distributions fixed. The results above indicate that if the ring-like proton distributions driving these
fast magnetosonic waves have parameters similar to those fixed here, they should be close to isotropic shell
distributions with the partial shell proton anisotropy less than 3. This critical temperature anisotropy may
vary with the ring speed, the ring thermal speed, and/or the ring density which have been fixed. Further
investigation of the dependence on these parameters will be left as a future study.

The fact that a larger linear growth rate does not always correspond to a larger wave saturation amplitude
as revealed in the present study serves as a reminder of the limitations of linear theory. One needs to be
cautious when comparing linear growth rates with observed wave spectra because they are, although closely
related, two different entities. Note that the different saturation levels of the different modes in the simulations
discussed are related to their different free energy sources and different amounts of free energy available.
They are not caused by the different background noise levels at different frequencies in the simulations. As
noted in Liu et al. [2011], runs with fewer simulation particles per cell are supposed to have higher noise levels
but still yield the same saturation levels for the enhanced waves as long as they saturate well above the noise
levels.
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Finally, from a general space plasma physics point of view, observations often show that broadband turbu-
lence amplitudes typically decrease as wave frequencies increase and wavelengths decrease, whereas linear
dispersion theory predicts that kinetic instability growth rates generally increase with increasing frequencies
and decreasing wavelengths [e.g., Gary, 1993]. A simple physical picture is that lower frequency waves corre-
spond to greater inertia and therefore have the potential to yield greater fluctuation energy but slower growth
rates. In this picture, then, it is not surprising that the Alfvén-cyclotron instability yields larger amplitude
fluctuations even though ion Bernstein instabilities may have faster growth rates.
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Santolík, O., F. Němec, K. Gereová, E. Macúšová, Y. de Conchy, and N. Cornilleau-Wehrlin (2004), Systematic analysis of equatorial noise
below the lower hybrid frequency, Ann. Geophys., 22(7), 2587–2595, doi:10.5194/angeo-22-2587-2004.

Thorne, R. M. (2010), Radiation belt dynamics: The importance of wave-particle interactions, Geophys. Res. Lett., 37, L22107,
doi:10.1029/2010GL044990.

Usanova, M. E., I. R. Mann, J. Bortnik, L. Shao, and V. Angelopoulos (2012), THEMIS observations of electromagnetic ion cyclotron wave
occurrence: Dependence on AE, SYMH, and solar wind dynamic pressure, J. Geophys. Res., 117, A10218, doi:10.1029/2012JA018049.

Xiao, F., Q. Zhou, Y. He, C. Yang, S. Liu, D. N. Baker, H. E. Spence, G. D. Reeves, H. O. Funsten, and J. B. Blake (2015), Penetration of
magnetosonic waves into the plasmasphere observed by the Van Allen Probes, Geophys. Res. Lett., 42, 7287–7294,
doi:10.1002/2015GL065745.

Zhou, Q., et al. (2014), Excitation of nightside magnetosonic waves observed by Van Allen Probes, J. Geophys. Res. Space Physics, 119,
9125–9133, doi:10.1002/2014JA020481.

MIN ET AL. PROTON SHELL-DRIVEN INSTABILITIES 2193

http://dx.doi.org/10.1002/2015JA021041
http://dx.doi.org/10.1002/2015JA022042
http://dx.doi.org/10.1029/2012JA017515
http://dx.doi.org/10.1002/2013JA019373
http://dx.doi.org/10.1029/JA087iA08p06219
http://dx.doi.org/10.1002/2015JA021179
http://dx.doi.org/10.1002/2015GL066581
http://dx.doi.org/10.1002/2015JA021358
http://dx.doi.org/10.5194/angeo-22-2587-2004
http://dx.doi.org/10.1029/2010GL044990
http://dx.doi.org/10.1029/2012JA018049
http://dx.doi.org/10.1002/2015GL065745
http://dx.doi.org/10.1002/2014JA020481

	Abstract
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


